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Context

Distribution de I'empreinte carbone
du numérique mondial par poste en 2019

Production Utilisation

Terminaux
utilisateurs
38%
Smartphones
8%

Ordinateurs
10%

Réseaux
11%

Datacenter =

tons of CO2 are produced by datacenters
= of global emissions

of the total amount of carbon
production by ICT

Global datacenter electricity demand in 2019 was

around

(1 nuclear reactor = 7 TWh)




Global view of the
system

System divided into two parts : IT and
Elec.

IT part : Offer an IT infrastructure to
satisfy users demands

Elec part : Considering a power demand
D and the weather conditions, define
and manage the Electrical
infrastructure.
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Source scheduling

commitment Negotiation
2 CIP™ . ¢—— Jobs @
[ 7] o ] =
S IT management g‘
Electrical
management Users

Datacenter with local
renewable power
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Q : All possible configurations that satisfy the
asked yearly requested energy demand of the

SiZing - Summary IT infrastructure.

(0, Apv0) € Q
(maxWT,0) €Q

For a given
% % % —20 Wor workload, computes the
— NVorkload
— ~O- requested number of
wind turbinee;/‘-_> maxWT 7N machines , and giVGS a
(power
‘ i 2 . . . . demand for each timeslot
solar panel area l <> max _1/)1 for a year)
“PUq machines -
M
renewable power devices - | For
power power a glve.n power demal:']d
(provided by the IT sizing)
l_r’_h_‘—\_L I and a given wind speed and
time - time irradiation, gives a set  of
renewgble energy power demand . .
" the ,  pawer . several configurations of
er supplied from storage wind turbines ( ) & Solar
’_\—\_I [] stored in batteries and/or in H» Panel ( )' battery size
|—I ‘[] supplied from renewable energy ( ) and H2 tank size

time ( )
usage of the power sources

[outputs: configurations (m, g, Apvg, storage capacity) + associated metrics, QoS, etc}




IT Sizing

Concept



Task Tj Service Sj

- Type (t = 1 for tasks) - Type (t = 0 for services)
IT S S~ - ID number j - ID number j
]'Zlng - relase time ki - relase time ki
- number of instructions wj | - number of instructions wj

- flexibility &j ( 0 < & < K-ki)

Offline. No precedence Machine Mj

constraints, preemption allowed. - Load per server nbl

A
number of - Power consumption p

Services : Not flexible. instructions l

Tasks : Flexibles. All tasks with the

T3

e
n

identical machines.

T5

Schedule all tasks by
respecting flexibility constraints, before T T4
horizon K + flex.

»
n

S1 S3 T6 sS4
. K1 k2 K3 kd K5  timeslots
timeslot = our
Workload

K timeslot = 1 year

(input)




T5

T4
T2 T3
T S3 T7
S1 S2 T6 S4 T8

IT Sizing

: timeslot
Computation of ki k2 k3 k4 k5 timeslots
.. Workload
the minimum number of servers
given a workload divided into K servers! @
timeslots and scheduling algorithm. K
The value is found by Binary search : m3
For each  between minM and maxM, a 4
scheduling (Earliest Deadline First) is maxW
tested. m3 T2 T3 T6
- If all work are scheduled, decrease . m2 T1 s3 5 T7
- If not, increase
m1 st S2 T4 sS4 T8
I k1 k2 k3 ké ‘[ K5 timeslots

Scheduling g s \:

Ser\'lice : : i Tasks : Are moved,
doesn't move, ! depending to a defined |
inflexible. | i scheduling (EDF)




Electrical Sizing

Concept



Q : All possible configurations that satisfy the
asked yearly requested energy demand of the

E]-eCtrica]. SiZing (primary Sources) IT infrastructure.

(0, Apv0) € Q
(maxWT,0) €Q

computation of the needed
primary and secondary sources,
given a power demand D and the
weather condition.

For each possible g, we search Apvq by
binary search.

Wind turbines

4 Agﬁ_’ maxApy (WT) & Solar Panel (PV)
- ™
Batteries
R AR AR AR AR (BC) & Hydrogen system (LOH).
L J Power
Production Pre 6 We have : , Where q
i A is the number of WT, the
'i. &‘ &. &‘ &‘ &‘ &‘ minimal number of WT required
b P [— g to satisfy demand without any PV,
q maxWT and the maximum area

of PV needed, without any WT



Electrical Sizing (secondary sources)

Overproductive day Underproductive day

‘ —— Renewable power —— Power demand ‘ —— Renewable power —— Power demand
|:| Extra energy to store in form of Hs |:| Energy to supply from Hp tank
|:| Extra energy to store into batteries |:| Extra energy to store into batteries
I:l Energy to supply from batteries D Energy to supply from batteries
T T T T T T T T T T
200 |- . 200 |- |
150 | : 150 - [ |
= =
| W
= 5
£ 100 _I— . £ 100 =
o <)
a 2,

<ol XMNe in Hy ol /Nfe from Hy
E XMNeh X Ndeh = E Xfleh X MNdeh =
| | | |

| [ | | | |

0 5 10 15 20 25 0 5 10 15 20 25
hours [h] hours [h] 10




Electrical Sizing (secondary sources)

200

Overproductive day

‘ —— Renewable power —— Power demand

|:| Extra energy to store in form of Hs

|:| Extra energy to store into batteries

I:l Energy to supply from batteries

I | I I I

B XMNez in H2

E XMeh X Ndch =
| |

\ \ \
0 5 10 15

hours [h]

200

100

power [kW]

give the sizing of 50|

battery needed
to compensate
this day (debt)

Constraint : The
amount of battery at
the end of the day

[BC(24)] should be the
same than the
beginning (BC[0]) !

Underproductive day

‘ —— Renewable power —— Power demand ‘

|:| Energy to supply from H> tank
|:| Extra energy to store into batteries

D Energy to supply from batteries

I I | [ I
- - give the
sizing of
- | battery
-L,J allowed to
i LL\ | use for this
day (credit)
/Nfe from Hy
E XT}C}I ) r}d\dl B | |
0 5 10 15 20 25
hours [h] 11



Uncertainties

First approach of robustness study
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Function definition

(w, i, v) — (n, wt, pv, bc, loh, eff)

number of servers nﬂﬁi
———number of wind turbines thR_

——number of solar panel pv—»@

- ~
7\

irradiation |——»

LL ——wind speed V
c— 1 pe

L

——efficiency eff

L battery size bc > the total cost of the
infrastructure (money

or CO?)
=
hydrogen size Ioh_>_

workload W——»
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Function definition

(w, i, v) — (n, wt, pv, bc, loh, eff)

failure risk !
number of servers n
———number of wind turbines thR_

——number of solar panel pv—»@

uncertainties !

~ -~ . _—
—‘- —tirradiation |——»
-~ ~

7\

LL ——wind speed V
c— 1 pe

Q —workload W——»

——efficiency eff

L battery size bc > the total cost of the
infrastructure (money

or CO?)
=
hydrogen size Ioh_>_
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Sensitivity
Analysis

: play with the outputs to see how
the sizing responds.

Select one configuration
Modify one parameter (number of
servers for example)

: A linear search of the sensitivity.
By decreasing n, the number of servers,
how the others parameters (wt, pv...)
react ? See if any law is visible
(decreasing by one machine decrease
drastically wt, pv...)

Number of rejected tasks

Number of rejected tasks depending on
the number of servers

maxW

140 160 180 200 220 240
Number of servers

(w, i, v) — (n, wt, pv, bc, loh, eff)
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Sensitivity
Analysis

: play with the outputs to see how
the sizing responds.

Select one configuration
Modify one parameter (number of
servers for example)

: A linear search of the sensitivity.
By decreasing n, the number of servers,
how the others parameters (wt, pv...)
react ? See if any law is visible
(decreasing by one machine decrease
drastically wt, pv...)

Number of rejected tasks depending on
the number of servers

70000 A

60000 -

50000 A

40000 A

30000 A

Number of rejected tasks

20000 4

10000 4

140 160 180 200~—220 2407

Number of servers

Decreasing by 20% the number of machine
doesn’t change the number of rejected tasks
but it can change drastically the number of
required WT, and in the same way, the total
efficiency (by counting n)
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Number of rejected tasks depending on
the number of servers

Sensitivity
Analysis

In the same way, we have to anticipate critical moments (Black Friday) :
the can we neglect this kind of event to reduce maxW ?

KN maxw
| (with ki)

| S— ! { ! { } — { I s ! ~ } { —_—

b

»
»

By «
hov

react
is visible (decreasing by one machine but it can change drastically the number of

decrease drastically wt, pv...) required WT, and in the same way, the total
efficiency (by counting n)

Expected workload (in a year) timeslots




=

SERVICE S; TASK T;
|
° (inflexible) (flexible)
Conclusion B
*, |(expressed in MI (million instructions))| : Tiis defined by : i
S is defined by : : i - Aload wy k) where k is the ;
i - Aload wg(j k) where k is INITIAL time slot for the execution of Tj
{ the time slot for the SCHEDULING { - A constant &, the flexibility
execution of i | i (allows Ti to be delayed)

Sizing divided into two parts : IT and

give m, the minimal

Elec. Scheduling number of machines

M, needed
IT part : Considering a workload W, A';‘nhhm“‘mi’m‘é"yf ) v
finding the minimum number of servers i-n;t,r:’lhcéi?::x(.hggwer —BE80 B
maxW needed consumglion il )} D

IT PART

Elec part : Considering a power demand - .
D and the weather conditions, define Q : (ke dsiman T desiaric R EL PART
All possible configurations that satisfy e—
the asked yearly requested energy &  Sizing algorithm -
demand of the IT infrastructure. - | 2 e

;".With bc, the size of batteries-"z
i and loh, the size of hydrogen
] tanks i

i With g, the number of wind :
! turbines and apv, the solar
: panel total area !
g r ‘V

PRIMARY SOURCE

AR

v
SECONDARY SOURCE

:

18




Thanks for your attention

Questions ?
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R C O Number of rejected tasks depending on the number of servers Number of late tasks depending on the number of servers
€] ection vs
250000
L 80000 1
Lateness 8 % 200000 4
%l 600001 ;:-j 150000 -
Two strategies used : g 00001 £ 100000
E 2
o . 0 Z 20000 |
Rejection (left) : If deadline 0000
reached, the task is completely . R
) . 100 125 150 175 200 225 250 275 100 125 150 175 200 225 250 275
reJeCted ThIS Strategy tends to Number of servers Number of servers
—_ Mean servers usage when lateness is allowed (in %) Mean servers usage when task rejection is allowed (in %)
reject huge tasks and SCheduIe :,‘; - lepending ol e number of servers ‘i o] lepending ol e number of servers
the smallest ones. g ¥
o o 904 = 904
Lateness (right): Task scheduled o
in any case, even if deadline g e e s0
reached. The delay is propagated é o i 704
to next tasks, until a empty
. £ 60 S 60
timeslot. : ;
§ 100 125 150 175 200 225 250 275 g 100 125 150 175 200 225 250 275
Number of servers Number of servers
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Middleware

' 7Workload Weather
Prediction Forecast

Pogrer Power decision
IT Decision Module Profile
Module
Event Metronome
Generator Source Power
Engagmt Profile
IT Source Source
Plan Control Control Engagmt
IT Source
Control Control

HEEE -8 8 RRE R

SECONDARY SOURCE PRIMARY SOURCE
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